I. PREDICTIVE POLICING

1. National practices

There is no legal definition for predictive policing in Turkey. However, in doctrine, there are several discussions with regard to predictive policing. Alkan/Karamanoğlu define predictive policing as ‘the use of analytical techniques by law enforcement agencies to make statistical predictions about potential criminal activity’. Predictive policing generally involves predicting probable events (i.e., predicting when and where crimes may occur) or likely people (e.g. victims or perpetrators of crimes). Thus, rather than relying on an officer’s ‘hunch’ in an area, ‘predictive policing uses the power of “big data” to detect patterns’. Secondly, Turan focuses on ‘proactive policing’, which aims at the prevention of crime and underlines the duty of the police to hinder the occurrence of the crime. Finally, Erdoğan defines the term of predictive policing as ‘the use of analytical techniques to solve both past and future crimes through statistical predictions based on data mining’.

In Turkey, there is no information disclosed to the public that AI-based systems are used or planned to be used in the near future within the framework of predictive policing activities. Therefore, there are no studies in which the reliability, impartiality and effectiveness of the use of these technologies are discussed.

At the national level, the National Artificial Intelligence Strategy (“NAIS”) was published in 2021 by the Presidency Digital Transformation Office. NAIS determines the measures to shape Turkey’s efforts in the AI field on the common ground between 2021-2025 and proposes a governance mechanism to implement these measures. The goals foreseen are to be reached in 2025, which is the end of the implementation period of NAIS. They include political or socio-economic incentives such as increasing the contribution of AI to GDP up to 5% and the regulatory studies and standardization processes of international organizations in the field of trustworthy and responsible AI and cross-border data sharing.

On the other hand, another goal is to generate value from data through AI applications at institutions and at the sectoral level, to carry out AI projects effectively, and to increase the maturity level of Turkey’s AI ecosystem within the framework such as carrying out activities addressing ethical and legal aspects of AI applications by creating regulatory sandboxes and test-beds, the development, and testing. The commercialization processes will...
be facilitated for start-ups; in addition, structural support will be provided and workforce transformation of public institutions and private sector organizations will be established in line with the developments in AI.6

The Eleventh Development Plan (2019-2023), published by the Presidency of Strategy and Budget, includes several goals regarding AI systems. According to this plan, technology suppliers will be encouraged to develop applications and services that can be offered on the industrial cloud platform such as AI, advanced data analytics, simulation and optimization, product lifecycle, and production management systems. Furthermore, the use of this platform by companies will be encouraged and supported for digital transformation7. Additionally, the Ministry of Industry and Technology published the 2023 Industry and Technology Strategy on 18 September 20198. Moreover, several other public initiatives have been launched to foster the AI capacity of Turkey9. At the local level, various municipalities are running technology support and training programs, including AI10.

One of the goals set within the framework of the 2021 Human Rights Action Plan published by the Ministry of Justice is the Protection of Human Rights in the Digital Environment Against Artificial Intelligence Applications. In this context;

- The legislative framework and ethical principles concerning the field of AI will be established in line with international principles, and human rights-compliant measures will be applied.
- AI applications will be used in the judiciary in conformity with the principles and recommendations of the Council of Europe and without prejudice to the protection of legal guarantees11.

Some of the goals on strategy documents, action plans, and development plans have already been implemented. For example, an Artificial Intelligence Institute has been established within the Scientific and Technological Research Council of Turkey (‘TÜBİTAK’), which started to carry out related studies12,13.

In addition, there are institutional structures related to AI in the public sector. For example; the “Big Data and Artificial Intelligence Applications Branch” has been established under the General Directorate of Information Processing within the Ministry of Justice14.

However, it is not possible to monitor concrete outputs and examine if the indicated goals are met. Monitoring and evaluation reports have not been shared with the public until now.

---

6 Ibid.
9 For more information: Republic of Turkey Ministry of Industry and Technology, p. 73; Republic of Turkey Ministry of Industry and Technology / Presidency Digital Transformation Office, p. 41.
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There was no discussion in the national media regarding the use of AI-based systems for predictive policing. On the other hand, there is an increase in academic studies on the subject and some non-governmental organizations focus on this issue.15

In that regard, on the website of DIGICRIMJUS, a strategic education partnership is established by the University of Szeged, the University of Konstanz, and Istanbul University with the support of European Union Erasmus+, where there are articles on digital technologies and law, as well as evaluations on predictive policing practices. Some of these evaluations focus on the data used in the development of algorithms for predictive policing. In this context, the authors warned against the processing of data that are not directly related to crime or criminal procedure processes and its possible consequences, especially for socio-economically disadvantaged groups. Thus, the doctrine underlines the use of such data that reflect social inequalities may cause the algorithms to produce "prejudiced" or "biased" results, which may lead to unfair and discriminatory practices.16

On the other hand, the Artificial Intelligence Working Group within the body of the Istanbul Bar Association, Law Commission makes publications in the monthly bulletins entitled "Law in the Age of Artificial Intelligence", where they tackle the current developments in predictive policing. The opinion letter in the November 2020 bulletin elaborates particularly on the lack of transparency in algorithms used in the context of predictive policing. The use of "black box" algorithms, which hinders the explainability of the results, is a serious challenge in predictive policing practices, as they transform the law enforcement actions that should be justified by a reasonable suspicion.17

In the Artificial Intelligence Working Group’s 2021 report, Dr. Zafer İçer explained the broader definition of “Artificial Intelligence-Based Preventive Legal Mechanisms” as a broad concept that includes the administrative, criminal procedure, and execution law measures that aim to prevent a person from committing or recommitting a crime.18 These preventive mechanisms also include AI-based predictive applications that assist the judicial authorities in taking various judicial actions and decisions. On the other hand, AI applications may produce erroneous results and are prone to attacks against the system, such as data manipulation, which in turn may cause weaknesses in the fight against crime.19 The Istanbul Bar Association focuses further on predictive policing activities and the Human Rights Center of the Association recently organized a conference on "The Implications of New Technologies in Law Enforcement Crime Prevention Activities for the Fundamental Rights and Freedoms" which tackled the risks regarding fundamental rights.20

---


18 İçer (2021), p. 32.
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According to another view advocated in the doctrine, stigmatizing the neighborhoods as risky by AI systems will cause directing law enforcement to certain areas, which may result in excessive police surveillance of the residents in these areas. Accordingly, the police will detect more crimes and misdemeanors in these areas. As a result, the residents in certain regions may be treated as potential criminals and face practices that routinely interfere with their rights and freedoms.21

2. Normative framework

The criminal justice system regulates coercive measures via explicit laws. However, the new methods, which are applied in preventive policing and using smart tools, are not yet regulated distinctively. On the other hand, the Turkish Constitution, the Law on Police Duties and Entitlements no. 2559 (Police Code), the Criminal Procedures Code no. 5271 (CPC), the Personal Data Protection Law no. 6698 (PDPC) set limits to the use of measures via law enforcement.

Predictive policing interferes intrusively with the right to personal data protection. In this context, it is frequently reminded in the doctrine that a regulation limiting the processing of personal data for preventing, detecting, investigating, and prosecuting law enforcement, as within the Directive (EU) 2016/680 must be stipulated in Turkey.22 In this context, the National AI Strategy emphasizes that artificial intelligence systems should be developed in a way that fulfills the PDPC rules. Particularly while using such systems, data processors must inform transparently and meaningfully from whom and how personal data is obtained and how the decisions based on such data will affect the relevant person.23

In Turkish law, there are no specific regulations concerning the use of AI-based systems for predictive policing. However, Article 90 of the Constitution provides that if international conventions in the field of fundamental rights and freedoms are in contradiction with domestic law provisions on the same matter, the provisions of international agreements shall prevail. As this norm prioritises the international conventions, Turkey will be bound by how the European Court of Human Rights interprets the European Convention on Human Rights about policing. Furthermore, The Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data (CETS No. 108) is also binding regarding the processing of personal data while using the tools for predictive policing.

Substantive guarantees

a) Norms Regarding Impartiality of AI technologies

If the use of artificial intelligence technologies during predictive policing is based on discriminatory data or the software is designed in a way that causes discrimination, or if the use of these technologies leads to inequality among different groups, one must refer to the equality clause of the Turkish Constitution. Accordingly, such technologies infringe Article 10 of the Constitution which ensures equality before the law without any discrimination due to language, race, political opinions, philosophical beliefs, religion, sect, and similar reasons.

There are also special laws in different regulations regarding equality and impartiality. Turkish Penal Code (TPC) Article 3 is also directly relevant to predictive policing, as it stipulates that penal laws will be applied equally to everyone and states that punishment and security measures must be proportional to the criminal act they committed. Therefore, within the framework of predictive policing, this article should be considered when new

21 İrmak Erdoğan, p. 47, Gökhan, p.144.
technologies are enforced during judicial law enforcement activities or when individuals are subjected to measures, which has an equivalent impact as criminal sanctions, or security measures. Therefore, while determining sanctions or similar intrusive measures, the decisions cannot be based solely on the characteristic traits of the possible perpetrators, or on directly or indirectly discriminatory factors such as the place of residence or political views. Pursuant to article 3, once a criminal act is detected, data indicating the relationship between this act and the perpetrator should be collected, and criminal law shall be enforced proportionately to the act committed.

b) Norms Regarding Reliability and Effectiveness of AI technologies

There is no clear regulation on the effectiveness of AI technologies used in predictive policing. However, the effectiveness of these technologies in achieving the desired purpose is related to the principle of proportionality. This principle is stated in Article 13 of the Constitution, stating that the restrictions on fundamental rights and freedoms ‘cannot be contrary to the wording and spirit of the Constitution, the democratic social order, the secular Republic, and the principle of proportionality’. While evaluating the proportionality of a measure or restriction taken by public authorities, it is crucial that the authorities have a legitimate purpose and that the measure taken is convenient and necessary to achieve it. Moreover, even if these tools are necessary, they should not interfere with the rights of individuals disproportionately. Therefore, while auditing compliance with the principle of proportionality, the suitability, necessity, and proportionality of the applied measure will be examined. For this reason, it is imperative to evaluate whether the technologies used are suitable for achieving the legitimate aim, in this case, the prevention of crime. In order to protect individuals from arbitrary public power, the use of tools that are not suitable for preventing or detecting crime should not be allowed. In cases where there is more than one convenient means of achieving a legitimate aim, the less restrictive means of rights and freedoms should be selected. Therefore, in accordance with the principle of proportionality regulated in Article 13, predictive law enforcement activities must be effective and thus appropriate and necessary.

Within the European Union, Article 27 of the Law Enforcement Directive 2016/687 requires risk analysis of the effects of modern technologies on the rights and freedoms of individuals, before law enforcement process personal data with such tools. However, in Turkey, the scope of PDPC is not applicable to many preventive activities of law enforcement. Moreover, unlike Article 28 of the Law Enforcement Directive, the PDPC does not require consulting the Personal Data Protection Authority before using such predictive technologies in law enforcement.

In terms of data security, PDPC art. 12 stipulates the responsibility of data controllers to prevent the unlawful processing of data and illegal access to the processed data. The same provision regulates the obligation to take all kinds of technical and administrative measures to establish the security of retained data. Even if there are obligations for ensuring data security while processing personal data, there is no regulation that foresees risk assessment for these technologies, which endangers fundamental rights and freedoms.

It is not publicly known which authorities use AI-based systems for predictive policing, or whether they are using them. There is no binding or non-binding legal regulation on this matter. On the other hand, when it comes to the use of AI-based systems, public authorities often deal with the issue in line with their own internal procedures and can act to constantly monitor and adapt them.

On the other hand, in accordance with the principles in article 4 of the PDPC, each data controller, including public authorities, who process personal data; must comply with the principles of lawfulness and fairness, accuracy, purpose limitation, data minimization and storage limitation.

In this respect, the authorities using AI-based systems should make the necessary updates and adaptations in the processes of processing personal data, especially by acting in accordance with the principle of “being accurate and kept up to date when necessary”.

c) Norms Regarding the Liability and Compensation in Case of Breach of Substantive Guarantees

As per the liability for compensation, the PDPC, CPC, and the general liability principles of the administrative code should be taken into consideration. Article 18/1 (b) of the PDCP stipulates administrative fines ranging from 15,000 Turkish liras to 1,000,000 Turkish liras shall be imposed on those who fail to fulfil their data security obligations. According to the article 18/1 (c) of the PDCP, an administrative fine from 25,000 Turkish liras to 1,000,000 Turkish liras shall be imposed in case the data processors and controllers fail to fulfil the decisions made by the Data Protection Authority. Within the CPC, article 141 is relevant to predictive policing activities. The article regulates unlawful apprehension, arrest, search, and seizures. In such cases, the victim of such measures can request compensation for the material and moral damages from the State. In this context, it will be possible for people to claim compensation if AI technologies used during predictive policing activities lead to ineffective or erroneous arrest, detention, or search.

According to the general principles of administrative law, if public administration leads a poor and untimely service, or does not fulfil its duties such as securely processing personal data, the aggrieved person can apply accordingly for administrative compensation. In this context, faulty service of the public administration in the context of predictive policing requires also material or moral compensation. For example, if the personal data is shared disproportionately via AI technologies or if the necessary technical measures are not taken to ensure to prevent sensitive data leakage, the administration is liable. In such cases, the concerned person can file a suit following Articles 12 and 13 of the Administrative Procedures Code.

Even if the administration acts responsibly and uses data anonymization while collecting data, there is still a possibility of harm to individuals. Especially during predictive activities, the administration’s strict liability may arise. The concept of strict liability is the responsibility arising from the execution of an activity that contains risk, such as cyber-attacks. Thus, in cases where necessary precautions were taken while employing new technologies, it is still possible to demand compensation under the strict liability of public administration.

d) Norms Regarding Transparency of AI Systems in Turkish Law

As stated above, there is no regulation specific to AI-based systems in Turkey. However, institutions that develop and/or use these systems (regardless of the public or private sector) are obliged to comply with the obligations stipulated under the PDPC.

In addition, pursuant to clause 11 of the PDPC, natural persons whose personal data are processed, have the right to demand information as to if his/her personal data have been processed; to learn the purpose of the processing of his/her personal data and whether these personal data are used in compliance with the purpose; to know the third parties to whom their personal data are transferred within the country or abroad; to request the rectification of the incomplete or inaccurate data, if any; to request the erasure or destruction of his/her personal data under the conditions referred to in Article 7; to request reporting of the operations carried out (to third parties to whom his/her personal data have been transferred); to object to the results in their disfavor based solely on data analysis.

25 The current amounts of the relevant fines after annual increases are as follows: 89,571 to 5,971,990 Turkish Liras
26 The current amounts of the relevant fines after annual increases are as follows: 149,301 to 5,971,990 Turkish Liras
28 Halil Altındağ, p. 396.
29 “Pursuant to sub-paragraphs (d) and (e)”
by automated systems; to claim compensation for the damage arising from the unlawful processing of his/her personal data.

Individuals can use these rights against the data controller if their personal data are processed through AI-based systems. Although there are no explicit provisions regarding the principle of transparency in the PDPC, the general principles of data protection within Article 4 of the PDPC, the disclosure obligation of the data controller under Article 10, and the rights of data subjects within Article 11 provide mechanisms to ensure transparency. Moreover, Article 14 of the PDPC foresees a right to complain with the Personal Data Protection Authority, in case the controller refuses to respond to a request, provides an insufficient answer, or does not respond to within the specified period. Therefore, the foretold provision can be a barrier to preventing the use of non-explainable software models while processing data.

However, the legislation on the protection of personal data may not provide complete protection against black box algorithms. As Özçelik stated in case it is not possible to comprehend how these types of algorithms reach conclusions, it will be challenging to determine the fault after system-related damage occurs. Thus, it will be hard to detect the basic elements of legal responsibility, which are causation and fault. Therefore, there is an urgent need for legislation for explainable and transparent AI systems which ensure liability and consumer protection. With that perspective, the Human Rights Action Plan, published in April 2021, tackles a legal framework for AI systems.

As per trade secrets, different regulations involve provisions on a trade secret. For example, Article 73 of the Banking Law, Article 55 of the Turkish Commercial Code, Article 25 of the Law on the Protection of Competition, Article 6 of the Electronic Communications Law, Article 23 of the Law on Access to Information and Article 239 of the Turkish Penal Code contain provisions regarding trade secrets. However, these foretold regulations do not specifically address AI-based systems.

Nevertheless if, for example, during the purchase of a technology product, there is a request to obtain information about the working principles of that product and if it is protected under the Industrial Property Law, the company may refrain from disclosing the requested information to ensure the continuity of the benefit provided by this protection. On the other hand, the company may refuse to disclose how its products work, arguing that it is a trade secret.

Some sectoral regulations include strict provisions in terms of trade secrets, especially in transactions related to data sharing with third parties. These provisions can also apply to the transactions subject to AI systems. For example, the Regulation on the Sharing of Secret Information on sharing and transfer of bank secrets and customer secrets foresees that a bank secret or a customer secret can only be shared under exceptional circumstances. Exceptionally, such information may be shared with the authorities if explicitly authorized by law. In conclusion, if a request for an explanation from a company on how its products work does not comply with the exceptions specified in the Regulation, the Company may have the right to refuse this request to avoid a violation of the confidentiality obligation.

e) Norms Regarding the Liability of Companies Producing AI-Based Systems in Turkish Law

The liability of companies for the results of AI-based systems should be examined under legal and criminal liability. Since there is no specific regulation for AI-based systems, the existing criminal law and liability law

30 According to Article 14 of PDPC, the data subject can complain to the Data Protection Board within thirty days after the data subject learns about the response of the data controller, or in any case within sixty days after the request is made to the data controller.
32 Ministry of Justice, p.120.
regulations will apply. In terms of legal liability, contractual liability and liability for negligence come to the fore. Since there is a limited number of principles in terms of strict liability, the responsibility of those who produce AI-based systems cannot be directly described as a state of strict liability. In terms of contractual liability, first of all, the relationship between the software developer and the manufacturer should be considered as an example. Parties entering into a contractual relationship are obliged to act in accordance with the rules of honesty (Principle of Culpa in Contrehendo, Turkish Civil Code, Art. 2)\textsuperscript{33}. Within the scope of this obligation, it is required that the parties shall not act deceptively in the contract negotiations or the determination of its terms.

When the contract is concluded, one party may not fulfill its contractual obligation due to the failure or late performance of the contract by the other party. For example, if the software developer is late in her/his performance, the manufacturer may demand the performance or go before the court. On the other hand, if the manufacturer does not fulfill an obligation, the software developer can rely on the provisions of default of creditor or the provisions of breach of debt\textsuperscript{34}.

In terms of fault-based liability, there may be wrongful act when developing an artificial intelligence model and embedding this model into products. In the life cycle of AI, each stakeholder can cause damage with her/his faulty action. In this respect, as a rule, the person who acted wrongfully is responsible for the damage. The person who has suffered victimization and damage due to a wrongful act may demand compensation for the damage from the person or persons responsible for this action\textsuperscript{35}.

As per criminal liability, companies that produce AI-based systems do not have criminal liability. According to the Turkish Penal Code, companies producing AI-based systems cannot be held liable. Pursuant to Article 20/2 of the TPC, only natural persons can be liable for criminal actions. Thus, no punitive sanctions can be imposed on legal entities. However, security measures can be imposed, if the law explicitly foresees it for the relevant crime. According to Article 60, the following security measures shall be imposed on legal entities only if the representatives or organs join the commitment of the crime and if the unfair advantage acquired by the perpetrator is provided to the legal entity:

According to Article 60, there are two measures, where specifically stated in the law: 1) If an intentional crime is committed for the benefit of a legal entity operating under a license granted by a public institution, and if an organ or a representative of the legal entity has participated in the crime and has misused the license for the commitment of crime, then the operating license shall be revoked, 2) Provisions pertaining to confiscation shall also apply to civil legal entities in case the offenses are committed for the benefit of such companies. On the other hand, according to Article 60/3, where the application of the foretold security measures results in disproportionate consequences to the offense itself, the judge may not impose such measures.

Thus, the imprisonment penalties and monetary sanctions in the TCC apply only to natural persons, who have committed a crime. If security measures are explicitly foreseen for a particular crime and if the commitment of such a crime creates an unlawful benefit to a legal entity, the security measures stipulated in Article 60 of TCC shall apply to such a legal entity.

In conclusion, security measures will be imposed on the legal entities if the conditions under Article 60 are met. It means when organs or representatives of the legal entity are actively involved in the crime as an accomplice and intentionally abuse their license to acquire benefits for the company, the revocation of the license of the company or the confiscation of its goods is possible.

\textsuperscript{33} Kemal Oğuzman and M. Turgut Öz, \textit{Borçlar Hukuku Genel Hükümler}, (16th edn, Vedat Publishing 2018), 77.
\textsuperscript{35} Selin Çetin, 62.
f) Norms Regarding the Liability of Organisations Using AI-Based Systems in Turkey

Although there is no specific regulation for AI-based systems in Turkey, when the organisations process personal data, obligations stipulated under the PDPC shall apply.

At the same time, in accordance with Article 10 of the PDPC, the data controller or the person authorized by her/him is obliged to inform the relevant persons about the following during the processing of personal data: the identity of the data controller and of its representative, if any; the purpose of the personal data processing; to whom and for which purposes the processed personal data may be transferred; the method and legal basis of the collection of personal data; other rights referred to in Article 11.

Although the principle of transparency is not directly expressed in the PDPC, the above-mentioned obligations are included in the regulation to ensure transparency.

On the other hand, the relevant public institutions may include conditions for safeguarding transparency according to the goods and service procurement specifications.

Also, security measures can be applied to companies producing or using AI. Pursuant to 141/1 (a) of CPC, if a person is unlawfully arrested because of the use of AI technologies, this person may claim material and moral damages from the State. He/she further has the right to administrative and legal compensation.

g) Substantive Obligations of Police Authorities Using AI-Based Systems

The Police Code, CPC, and PDPC apply limits to activities of law enforcement that involve the use of AI systems. As in most cases, AI-based systems interfere with the rights within the PDPC is particularly important in terms of transparency and accountability of law enforcement activities.

Article 28 of the PDPC stipulates a very complicated exclusionary clause. Accordingly, the PDPC does not apply to preventive activities regarding public security, public health, or public order. Article 28/2 (a) foresees further limitations for some rights regarding personal data in case the personal data is collected for crime prevention and investigation purposes. However, it should be noted that article 28/2 requires law enforcement to abide by the main principles and obligations within the PDPC. Accordingly, the personal data processed during predictive policing must have a legal basis, must be limited to a specific, legitimate, and explicit purpose; must be accurate, and up-to-date and must be processed for a limited time. Following Article 7 of the PDPC, law enforcement must fulfil the obligations regarding the deletion, destruction, or anonymization of personal data and follow the data transfer regime regulated in Articles 8 and 9, and ensure security of the processed data pursuant the Article 1236. In addition, the data subject can exercise the right to file a complaint to the Data Protection Authority and if his/her data is processed unlawfully, he/she has the right to compensation.

The Data Protection Authority (DPA) underlines all these abovementioned principles and obligations in its “Recommendation on the Protection of Personal Data in the Field of Artificial Intelligence” and emphasized that the protection of human rights and fundamental freedoms and the right to protect human dignity must be particularly safeguarded while employing AI technologies. In this recommendation, the DPA states that risk assessment for AI technologies is essential if there is a high risk of infringing the rights to data protection and privacy and such an assessment is a crucial indicator of the lawfulness of data processing37. The DPA also stresses in this recommendation that the purpose limitation is particularly relevant for such technologies, thus algorithms designed for a particular purpose should not be enforced for different purposes38.

———
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Therefore, before enforcing predictive policing tools, it is significant that the purpose for data processing is determined from the beginning, and the concerning tool is employed only for the determined purpose. Law enforcement activities aimed to prevent crime are, by their nature, different from activities for detecting and investigating crime. It should be also considered that once criminal procedures start, the principle of a fair trial will come into play. For these reasons, technologies deployed within the framework of predictive activities should not be used for crime investigation and prosecution purposes. In the Turkish law context, in the pre-crime area, primarily the Police Act applies, whereas with the investigation CPC provisions are applicable. In this context, additional Article 7/7 of the Police Code is crucial. According to the relevant provision, the data obtained for preventive purposes shall not be used for judicial purposes. Considering these prohibitions and the recommendation of the Data Protection Authority, the purpose set for AI tools changes the legal regime that applies and their use for other purposes would be unlawful.

3. General principles of law

a) Right to equality or non-discrimination

There are academic studies on the protection of the right to equality regarding AI-based systems used for predictive policing. These issues are also addressed in the academic studies listed in the “National Practice” part of this work. In this context, Sözüer stated that profiling algorithms in predictive policing will expose certain groups of people to extended law enforcement surveillance and intervention; which could result in different treatment of groups and discrimination.

İçer emphasizes that biased analysis is another weak point of the systems, as the reference datasets of facial recognition technologies are mainly based on white people; as a result, the system has difficulty recognizing other races and can produce erroneous results. Accordingly, these practices, which will be used to identify potential criminals and prevent crime, may produce biased results, and innocent people may be subject to various preventive and suppressive measures.

In addition, some public institutions focus particularly on non-discrimination and AI practices. In this context, the Human Rights and Equality Institution of Turkey organised an international symposium on “The Effects of Artificial Intelligence in the Context of the Prohibition of Discrimination” on 30 March 2022, where they stressed observing and preventing the discrimination risk in AI applications, including predictive policing activities.

b) Right to privacy

Before evaluating the protection of the right to privacy with regard to an AI-based system, the notion of privacy within Turkish law should be assessed. There are comprehensive discussions on the content, origin, and protection of the notion of privacy in Turkey. This right is referred to as “private life”, “intimacy” and “secret space.” Some doctrinal views underline that the scope of the right to privacy extends to all information that the person does not want to share and includes the protection of the inviolability of the belongings, communications, and residence, as well as the protection of the physical and mental immunity and intellectual freedom of individuals. Some others argue this right also protects individuals against surveillance, monitoring, and harassment. There are also discussions, which focus on the separation of the spheres of public life and private life and state that this dichotomy does not correspond to today’s circumstances, which have drastically changed via AI technologies. On the contrary, it is pointed out that smartphones, smart homes, the internet of things, and
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computers have transformed the concept of "home", which is no more a private and intangible area. Thus, in the face of smart tools, the persons are deprived of a private space where they can think and act freely, shape their relationships without any concerns, establish their personalities, and do not have to abide by the expected roles⁴⁵.

There are several rights guaranteed regarding privacy within the Constitution, such as the right to privacy (art.20), inviolability of the home (art.21), and inviolability of communications (art. 22). The Constitutional Court safeguards these rights and ensures the compatibility of laws with the foretold articles, as well as legality, necessity, and proportionality of the enforced measure. On the other hand, predictive policing activities are not yet regulated with a foreseeable law, even if they interfere with the foretold rights.

If the law enforcement authorities are not empowered by law or act beyond the limits of their power, they can face sanctions foreseen by article 132 and the following within the TPC. For example, for law enforcement officers who violate the confidentiality of communication by not complying with the interception of communication procedures, the crime of violating the confidentiality of communication (art 132) applies. In Turkish law, there is no regulation that authorizes the law enforcement to use hacking or remotely accessing a person’s IT system, thus such an act would also be considered as violation of article 131 (alongside with IT crimes). TPC article 133 regulates the intercepting and recording of non-public conversations between individuals. Furthermore, TPC article 135 stipulates illegal recording of personal data and TPC art. 136 further incriminates the unlawful transfer or seizure of personal data, and finally art. 138 regulates not destroying personal data within due time. Apart from these special provisions TPC art. 134 constitutes a more general provision protecting the right to privacy, thus violating the privacy of individuals was regulated as a crime. All these articles impose imprisonment. Therefore, the victim of these acts can initiate criminal proceedings against the perpetrators, or the public prosecutor can start an investigation ex-officio.

Additionally, pursuant to the PDPC, where personal data is processed, the concerned person may submit requests to the data controller. In compliance with article 13 of PDPC, the request must be answered within thirty days at the latest. If the request is rejected or the person concerned finds the response insufficient, pursuant to the article 14, it is possible for the data subject to apply to the Personal Data Protection Authority. Article 11 regulates the right to request compensation according to the PDPC; moreover, Article 14/3 stipulates the right to request compensation in courts.

However, among doctrinal discussions, it is often underlined that regulation regarding policing activities, particularly data processing via law enforcement falls short in the face of new predictive policing activities. Therefore, it is often underlined that there is a need for similar regulation to the (EU) Directive 2016/680⁴⁶.

c) Right to liberty and security

The use of AI-based systems for predictive policing interferes with the right to liberty and security, thus according to Article 19 of the Constitution on right to freedom and security, such systems must be regulated with an explicit law. However, currently, there is no regulation on the use of artificial-based technologies in Turkey.

Therefore, there are discussions on software models in Europe and America, such as COMPAS, Static 99, SyRI that detect possible perpetrators and affects the decisions on arrest, search, and bail. It is emphasized that such tools cannot be used by law enforcement without a legal basis. Moreover, as will be discussed further below, such software systems transform the threshold of suspicion in criminal law, and they shift the focus from the criminal act to the perpetrators. Furthermore, in legal doctrine and practice, it is emphasized that the coercive measures must meet the reasonable suspicion threshold, which requires individualised suspicion. However, such predictive tools evaluate certain groups as more prone to commit crimes than others and create non-individualized group profiles. For all these reasons, the use of such technologies for restricting the right to

⁴⁵ Irmak Erdoğan, p. 54.
⁴⁶ See Dülger&Ozkan, p. 140, Kızılırmak, p. 258.
freedom and security, without a legal base or procedural guarantees constitutes an intrusive interference with Article 5 of the European Convention on Human Rights and Article 19 of the Turkish Constitution47.

One of the most important prohibitions that guarantee the right to freedom and security, and human dignity is the prohibition of unlawful evidence. In Turkey, there is a strict exclusionary regime, meaning that any measure to collect evidence must comply with the Constitution, all applicable regulations, laws, international agreements, and the general principles of law. The Constitutional Court also confirms the strict exclusion of illegal evidence48. It means the use of preventive technologies must comply with all the applicable rules and regulations, or else their results cannot be used as evidence. For example, if personal data protection regulations are not followed while data processing, the results of predictive tools will be excluded as unlawful evidence. Pursuant the Article 206/2 (a) of CPC, illegally obtained evidence cannot be submitted to the court. The Article 217/2 of CPC stipulates further that unlawful evidence cannot be used as a basis for the decision, and thus cannot be used as proof of the facts. For this reason, it should be emphasized that the results obtained with AI-based systems, which lack legal basis or do not comply with the existing norms cannot be used as evidence.

d) Principle of proportionality

Due to the advancements in AI-based systems and big data, it has become possible to collect data indiscriminately which is far beyond necessary for establishing a link between the criminal act and the perpetrator. For safeguarding principle of proportionality, it is stated in the doctrine that it is necessary to investigate whether there are other measures, which could less intrusively interfere with the rights and freedoms of the individual. The doctrinal views also underline that if sensitive data is collected or revealed, law enforcement must guarantee that it does not lead to discrimination. Particularly, it is underlined that profiling technologies lead people to be included on heat lists or terrorist lists, which also has a chilling impact on the freedom of expression, assembly, and association, as well as affecting freedom of movement. Considering all the endangered rights, such tools are likely to violate the principle of proportionality49.

Therefore, during the predictive policing, the article 13 of the Constitution must be considered, which imposes that any intervention with the personal rights and freedoms shall have a legitimate purpose, shall be in line with the word and spirit of the Constitution and the requirements of the democratic social order and fulfil the principle of proportionality. Such technologies should be applied only if they serve the predetermined purpose in the least intrusive way.

e) Procedural legality

Predictive policing can include the pre-crime or after-crime activities. If AI-based tools are enforced after the crime, meaning during the phases of investigation and prosecution, they must comply with the provisions of the CPC.

The provisions of the CPC apply when the public prosecutors learn about the commission of a crime through a complaint, request, or ex officio a crime has been committed. Thus, in case AI-based systems lead to disclosing a crime, the public prosecutor must be informed. Once an investigation starts based on facts that a crime has been committed, the law enforcement officers cannot act without consulting the prosecutor. To start an investigation, the suspicion must base on real facts or events50. Thus, assumptions, personal inferences, or criminalistic hypotheses cannot meet the threshold of the basic suspicion to initiate an investigation51. Therefore, algorithmic

---
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assumptions based solely on profiling data, such as analysis of the characteristics, social, economic conditions, and tendencies of individuals and groups could not per se initiate a criminal investigation.

As per applying coercive measures, the threshold for suspicion must be shown based on the criminal act. Resorting to coercive measures without fulfilling the threshold will constitute an unfair and unlawful interference with fundamental rights and freedoms.\(^{52}\)

There is not a common threshold for suspicion, which applies to all coercive measures under the CPC. Considering the intensity of the intervention via the relevant protection measure with the rights and freedoms, the threshold of suspicion is regulated separately for each measure. It varies from reasonable suspicion to probable cause; however, the simple doubt to start an investigation does never suffice to impose coercive measures, which restrict the rights of a suspect before a verdict.

The definition of reasonable suspicion in Turkish legislation is similar to the reasonable suspicion threshold stipulated in the ECHR, Europe, and the US. Accordingly, it must base on the information and facts that can convince an impartial person that a particular perpetrator may have committed a crime.\(^{53}\)

Therefore, the suspicion must be based on specific and objective facts. These facts should relate to the criminal act, hence not to the perpetrator. The facts and evidence in question must be obtained before the relevant measure is implemented. Personal qualities can be taken as a basis in the evaluation of all the circumstances of the event, but only if they are relevant to the criminal act in question, they will form a basis for suspicion. Therefore, if the actions and preferences of the person, which are not related to crime, are exposed by AI-based technologies, this information cannot be used in criminal proceedings to impose coercive measures.

Within the scope of the CPC, measures such as computer searches (Article 134), interception of communication (Article 135), and technical surveillance (Article 140) are explicitly regulated. To apply these measures, there must be an individualized, reasonable suspicion (for some measures probable cause) and an affirmative decision of the judge. The law enforcement authorities cannot implement AI tools in criminal procedures that are not specifically regulated in the CPC, and they cannot limit the rights and freedoms based on a collective and non-individualised suspicion, such as suspicion based on group profiling.

Predictive activities also can take place before a crime is committed. In this case, the provisions of the Police Act apply. The Police Act regulates explicitly the interception of the communications and technical surveillance in additional article 7. These activities in the pre-crime area must also be carried out under the supervision of a judge. Although such measures can be imposed without being based on any suspicion of a crime, there are some limitations foreseen within article 7. The judicial decision allowing the measure must be in written form; must include the identity of the person to whom the measure will be applied; the type of communication tool to be used must indicate the relevant phone number or internet connection address; the type, scope, and duration of the measure. The decision must also be reasoned. If the law enforcement does not enforce coercive measures but seeks to collect general information, Article 15 of the Police Act applies. Unlike the articles regarding coercive measures, this article stipulates the information gathering activities without imposing extra safeguards and limitations. However, Article 15 does not apply once a person is held as a suspect for a crime. If there is an individualised suspicion, which links an act to a particular person, the CPC regulations, hence the rights and safeguards for the suspects, shall apply.

f) Constitutional Principles Regarding the Use of AI-based Systems for Predictive Policing


\(^{53}\) Yılmaz, 91, 92.
Predictive policing aims to protect public order and prevent crime. However, to implement coercive measures against individuals, there must be a concrete danger of harm to public order. If AI-based systems are used after the crime has been committed, they must aim to establish the link between the suspect and the criminal act. Making associations between indiscriminate data that does not necessarily serve this purpose. Particularly if only certain groups are targeted via AI-based systems, it will constitute a violation of the principle of equality stipulated in Article 10 of the Constitution.

Approaching citizens as potential suspects and collecting their data indiscriminately also infringe the presumption of innocence pursuant the Article 38 of the Constitution. Furthermore, the principle of *nemo tenetur*, which is also protected under Article 38, must be considered, as no one can be compelled to make a statement or show evidence accusing himself. In this context, the Internet of Things allows revealing when a person entered/left the house, profiling tools show the suspect’s habits, tendencies, personal connections and other information. Revealing all this information constitutes an interference with the right to remain silent and the right against self-incrimination. Therefore, the use of AI technologies must have limits, which would not infringe the essence of the constitutional rights of the suspects.

Article 38 of the Constitution stipulates individual criminal liability. If AI-based systems lead to suspicion by profiling certain groups as potential suspects, in this case, Article 38 will be breached. Finally, the Constitution m. 38 requires that all the information or data must be collected in compliance with the law, thus any breach of the current laws, regulations, the Constitution, international agreements, and the general principles of law while data collection would constitute illegal evidence. Thus, according to the Constitution such evidence must be excluded in criminal proceedings.
II. PREDICTIVE JUSTICE

1. National practices

There is no definition of predictive justice in Turkish legislation. However, there are several resources related to this subject. For example, the use of new and predictive technologies in the judiciary is discussed in the guide published within the scope of the Project on ‘Increasing the Internship Efficiency and Effectiveness of Judge and Prosecutor Candidates’\textsuperscript{54}. In addition, in public debates and literature, the terms such as ‘use of artificial intelligence in the judiciary’, ‘predictive justice’ or ‘algorithmic justice’ are used in close affinity with the concept of predictive justice. It is emphasized that artificial intelligence can be used in judicial applications in three ways: assisting the judge, preparing the decision drafts, and making the decisions. Thus, these systems must first have an ethical framework\textsuperscript{55}.

The Use of AI-based systems for predictive justice in Turkey

In Turkey, AI-based systems are not used for predictive justice. However, the Minister of Justice of the time in 2020 stated a branch was established within the Ministry, whose task is only to work on artificial intelligence. The Ministry aims of developing practices to speed up judicial proceedings and eliminate the possibility of errors, which could alleviate the workload in the current judicial system\textsuperscript{56}. Although further news and statements on the subject appeared in the written and digital media\textsuperscript{57}, there is still no official framework that guides the method and scope of predictive justice practices.

According to the statements and the news in the media, it is seen that the main motivation for considering the use of AI-based systems for predictive justice is to expedite procedures in the judiciary and to increase the efficiency of the judicial process. In addition, one issue of the academic journal of the Ministry of Justice is specifically dedicated to the title of ‘Artificial Intelligence and Law’\textsuperscript{58}. It is further targeted to enhance the National Judicial Network Project of the Ministry of Justice (UYAP) with artificial intelligence-based systems and to make it more ‘intelligent’ to contribute to the Turkish judiciary\textsuperscript{59}.

In Turkey, there is no obligation and no regulation regarding the use of AI-based systems for predictive justice by judicial authorities at any stage of the criminal process. Thus, the doctrine warns that the lack of regulation on this issue will pose a problem in terms of investigations and prosecutions based on AI-based systems and there is an urgent need for detailed regulation. Thus, it is necessary to pay attention to compliance with legal and ethical principles in the development of related AI applications and to integrate them into the judicial system.


On the other hand, there are private companies working on artificial intelligence applications that can be used in the judiciary in Turkey\(^{60}\). Nevertheless, there is no information that the applications developed by these companies are being used in the judiciary. Also, there is no scientific study that reveals the possible difference between the predictive justice practices and current judicial decisions, nor there is any information on the effect of such practices on the criminal justice system.

While there is no widespread discussion of the use of AI-based systems for predictive justice, there are some academic studies. For example, it is emphasized that artificial intelligence can be used in judicial practices in three ways: AI systems can assist the judges, prepare decision drafts, and take decisions. It is emphasized that all these systems must first have an ethical framework\(^{61}\). On the other hand, it is stated that determining whether the fairness of AI systems is particularly problematic when such systems are applied to alternative dispute resolution, and it is important to access a judge instead of an AI system for a request\(^{62}\). In parallel, it is emphasized that the use of AI systems in judicial activities may have positive effects such as speeding up access to justice and efficiency but may cause violations in the processing of personal data and that the system should undergo a human audit equal to the level of risk posed.

2. Normative framework

Law and soft law

In Turkey, there are no specific regulations or draft proposals concerning the use of AI-based systems for predictive justice. Also, there are currently no soft-law resources related to predictive justice.

The Human Rights Action Plan published in April 2021 targets to integrate the artificial intelligence applications in the judiciary in accordance with the principles and recommendations of the Council of Europe and in compliance with legal guarantees\(^{63}\). Although no detailed information is shared with the public, the above-mentioned statements of the Ministry of Justice officials and media posts show the intention to include AI-based systems in predictive justice in the near future.

Case law

In Turkey, only high court decisions are shared with the public. In this context, no decision has been found regarding AI-based systems used for predictive justice.

Substantive guarantees

a) Transparency and Right to Information

In Turkey, there is no specific regulation to inform the parties about the important results of AI calculation. However, in cases where personal data is processed through these systems, the rights, and obligations within the Personal Data Protection Code No. 6698 (PDPC) apply.

According to the article 11/1 (g) of the PDPC, data subjects have the right to object to the adverse legal effect concerning them, produced by solely automated analysis of data. Thus, data subjects have the right to object to the data controllers concerning the results provided by AI calculations.


Apart from the right foreseen within the PDCP, the general principles of adversarial jurisdiction and equality of arms apply. These principles require that in case AI-based systems are used during criminal proceedings, their results must be shared with the parties. They enable the parties to have the right of access the file (CPC art. 153) and examine the information and documents in the file that form the basis of the accusation.

Although certain limits may be imposed on the right to access to the file for not to endanger the investigation, during the trial phase, the publicity of the hearing is mandatory. To implement the principle of adversarial trial, witness testimonies obtained via the “letters rogatory” procedure, crime scene reports, and other information regarding the defendant must be shared and read during the trial. Otherwise, they cannot be accepted as evidence (CPC art. 209). Furthermore, the defendant and his counsel must have the right to challenge the presented documents (CPC art. 215). The judge may base his decision on the evidence brought to the hearing and discussed before him (CPC art. 217).

There is no special regulation, which foresees exceptions for the AI-based evidence; therefore, these systems and their conclusions must be shared with the victim and defendant, and the defence must be given the right to object. If the operation of these technologies requires technical knowledge or if there is doubt about their integrity, according to Article 63 of the CPC, they should be examined by an expert. Following Article 63/4, the report samples prepared by the expert should be shared with the public prosecutor, the participant, his/her lawyer, the suspect/the defendant, and his defence counsel during the hearing. If the report is considered erroneous or contradictory, it will be not accepted as sound and reliable evidence. In that sense, under Article 63/5, the parties have the right to object to the expert examinations and to request a new expert opinion. It is also possible for the parties to request an opinion from another expert to evaluate the results.

In the light of these rules, as AI-based evidence cannot be explained without experts, the Courts must request an explanation of the technical aspects of such tools and share the results with the parties. The defendant must be allowed to understand the basis of the allegations against him and challenge such results. He/she can ask for further examination by other experts.

b) Accountability

As a general rule, the convicted persons have the right to appeal pursuant the articles 267 and 286 of the CPC. In addition, if the conditional release is refused; the convicted person can oppose this decision in accordance with article 107/11 of the Code numbered 5275.

In case the AI-based system results are considered for the final decision, the court must examine the functioning of these systems and their results before reaching a conclusion. Apart from the general rules, no special remedies for AI systems are foreseen in Turkish law.

Third parties affected by the automatic decisions made by such technologies can enforce the rights within PDPC, particularly the right not to be subjected to adverse results of solely automated analysis pursuant the Article 11. Furthermore, if the personal data rights of the third parties are infringed, they can contest before the Personal Data Protection Authority.

However, the doctrine underlines the need for more specific rights for ensuring the right to a fair trial, particularly the transparency of the hearing, the right of defence and the equality of arms, and the right to defence in the case of the use of AI-based systems. Particularly, the doctrine insists that there must be a legal regulation that specifically foresees the obligation to expose which data are used and processed via an AI system and how the algorithm functions. Furthermore, the regulations must enforce testing the accuracy of the AI systems. In addition, doctrinal discussions propose that AI-based systems should be used in criminal justice only for crimes of a certain severity, and they must be exposed to regular auditing.
Finally, it is argued that AI systems reveal information about a person’s past and process all the traces they left which they shared without knowing that they will be the subject of the investigation. It may infringe the right to remain silent and nemo tenetur, which are among the fundamental principles of a fair trial.

c) Independence of the Judges

The 2021 report of the Istanbul Bar Association Informatics Law Commission AI Working Group states that AI-based risk assessment tools may pose problems to the fair trial regarding the independence and impartiality of the judges. In order to ensure it, ‘scientific, impartial and technological output’ must be presented to judges, and he/she must conclude his/her decision on a conscientious opinion, based on such an impartial output. This report questions whether the evaluation will affect the independence and impartiality of the evaluation based on the data presented and states that the judges may have a tendency to automatically accept the suggestions of these systems in order to avoid any risks. It may in return lead to automated bias64.

Although there are similar academic and practical discussions in Turkey65, there are no special procedures or guarantees to ensure the independence of the judge when using AI-based systems.

d) The right of access to a human judge

There is no widespread discussion in Turkey regarding the need to recognize the right of access to a human judge, as it is not likely AI judges to completely replace human judges in the near future. However, this issue has been addressed in several academic articles. In the article titled ‘Artificial Intelligence Assets and Criminal Law’, Hakan Aksoy emphasizes the use of AI judges might be possible in civil cases, yet they cannot serve in criminal proceedings. In this context, according to Article 138 of the Constitution of the Republic of Turkey, judges shall make judgments ‘according to the law and their conscientious convictions’. Similarly, Article 217/1 of CPC states that the judge can freely evaluate the evidence according to his conscience. Thus, judges in criminal procedures can decide only according to the conscientious opinion based on the evidence. Therefore, the possibility of artificial intelligence entities replacing judges and their conscientious opinion does not seem possible very soon, especially since cognitive characteristics such as the psychology of justice, risk-taking, and reasoning cannot be calculated mathematically66.

e) The presumption of innocence

Some of the AI systems reach conclusions relevant to the facts of the case, such as traffic cameras recording and reporting the violation of speed limits. The other AI technologies, especially risk analysis tools, pave the way for obtaining all personal data of a person. Thus, in the short term or distant future, big data transform the whole life cycle of people into statistics.

This transformation shifts the focus from the criminal act towards the dangerousness of ‘future’ perpetrators. It leads everyone to defend themselves against allegations based on the acts that they have not yet committed. In criminal proceedings, the presumption of innocence implies that evidence should lead to the perpetrator, and for the criminal verdict; the judicial authority must establish the link between the criminal act and the perpetrator without a doubt. Turkish doctrine discusses that AI-based systems based on big data might reverse this process.

---

Hence, there is an inherent risk of using AI tools, as they automatically deem the suspect/defendant as dangerous, which causes them to turn into objects of the case who struggle against the ‘presumption of guilt’

f) The right to a fair trial

There are no examples of the use of AI tools within the scope of predictive justice yet. However, the doctrine is already discussing how to establish the principles of equality of arms and adversarial process in a predictive justice system. In this context, the right to object and to request an audit for the outputs of AI-based risk assessment tools is considered an indispensable component of the principle of equality of arms. Furthermore, if such risk results constitute the basis for judicial decisions, doctrinal discussions point out that there should be a specific right to contest the results of AI-based systems. Nevertheless, there are still no specific regulations regarding the right to object to the use of an AI-based system in the framework of predictive justice. In that sense, general rules within Criminal Procedures Code apply to challenge the incriminating evidence.

The Turkish doctrine also concentrates on the black box problem arising out of the use of unexplainable AI systems. Accordingly, it will impair the suspect’s right to defense if the suspect cannot learn what kind of data AI-based systems process and how such systems reach their conclusions. There is not yet an exemplary case where a protective measure has been applied or a judgment has been established against the accused based on an algorithmic calculation. For this reason, it is not yet clear whether the defendants will have equal means of defence in practice.

On the other hand, the processing of personal data for judicial purposes by the judicial authorities is completely exempted from the scope of PDPC. Thus when judicial authorities enforce algorithmic applications, the personal data protection regulations do not apply. Such a legal loophole makes the defendant more prone to the violation of the equality of arms principle during criminal proceedings. Even if the accused/defendant has the right to access and object to all the evidence and resources constituting an accusation against him/her, the doctrine emphasizes that the use of big data applications should be regulated by a separate law to enhance the individual’s rights.

Turkish doctrine scrutinizes philosophical concepts such as justice as well as possible problems that may arise if human reasoning is converted into a mathematical calculation, such as losing flexibility, nuances, and essence of real-life situations. Similarly, Muhrarrem Kılıç, President of the Human Rights and Equality Institution of Turkey, interprets this issue in his article titled ‘Transhumanistic Representations of the Legal Mind and Onto-Robotic Forms of Existence’ as ‘legal singularity’. He predicts that the legal system based on this ‘legal singularity’ targets to eliminate the ‘legal uncertainty’. However, the idea of ‘legal singularity’, which seeks ‘uniformity, harmonization and integration’ through a structural transformation in the legal system, ignores the domestic character of legal rules. The singularity ideal, which does not take into account the economic and cultural dynamics of the social structure, may lead to an ‘apolitical social mechanism’. It implies that representative onto-robotic devices will not be able to establish ‘justice, fairness, and conscience’. Therefore, considering the main principles of law, establishing criminal justice through mathematical reasoning raises some essential ethical-judicial concerns.

Furthermore, the discussions on privatization of criminal justice are also relevant to the fairness of the processes. In this context, the doctrine underlines that the private sector developing big data programs becomes more in charge of the process, while the public officials use such complex software programs without any technical knowledge. Thus, those who work in the justice service become just customers and passive users of these programs.

67 Irmak Erdoğan, 41.
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programs. The designers of software programs for automated decision-making and the users of such programmes within criminal justice are alienated from each other. Therefore, there is a risk that the criminal justice system transforms into a process in which experts from other professions will be in charge rather than judges, prosecutors, and lawyers. Those who write algorithms are mostly unfamiliar with the legal system and its principles, whereas those who implement it use these technologies automatically in the face of complexity and obscurity in algorithms. Hence, the arguments about privatization focus on all these factors that may indirectly harm the independence of the judiciary71.

III. EVIDENCE LAW

1. Evidence gathering through AI-based systems

There is no judicial decision regarding evidence gathering through large quantities of documents and communications via AI-based systems. Under normal circumstances, it is possible for companies to integrate some filters for information security into their information systems. The companies try to prevent information leakage outside the company via these filters and tracking mechanisms. However, following and analyzing all employees of a company or all citizens of a state via artificial intelligence systems indiscriminately without concrete suspicion of a crime and a court decision that sets a certain limitation, would be contrary to the fundamental rights enshrined in the Turkish Constitution.

In the meantime, there has been a critical discussion recently. The leadership of the main opposition party claimed that the Information and Communication Technologies Authority, which is the authority of informatics and telecommunication in Turkey, confidentially demands “subscribe pattern” and “internet traffic log records” of all users within the country from service providers to process these big data set and profile citizens via AI systems unconstitutionally 72.

On the other hand, Information Technology Authority and National Cyber Security Incident Response Team, carry out AI-based intelligence activities on the internet to ensure national cyber security.

Also, public authorities of heavily regulated sectors like the Capital Markets Board, carry out AI-based follow-up and data analysis on public capital market transactions to prevent sectoral manipulation.

Finally, AI-based systems are used by experts that are appointed by court and prosecutors, police and gendarmerie criminal experts, and the Council of Forensic Medicine experts. Features and working models of AI systems are coded openly for the audit of expert reports.

2. Evidence produced by AI-based systems

a) Facial recognition and voice recognition via AI-based systems

Facial recognition systems are used within the framework of preventive law enforcement operations in high-crime-risk public places like airports. However, such applications are not shared with the public in detail.

The experts can examine high-resolution video recordings at ATMs or high-quality sound recordings, within the framework of criminal investigations and proceedings for acquiring evidence and report outputs of these examinations to the case file as expert report evidence.

b) Treaties and international agreements on the admissibility of digital evidence

The Council of Europe played a leading role as a regional organization in making international regulations on cybercrime. The works that started in the committees established in the mid-1980s became concrete with the work of the Cybercrime expert committee established in 1996, which at first became a draft contract, and then European Cybercrime Convention was opened for signature on 23 November 2001 in Budapest. The Convention has become a part of domestic law in Turkey with the “Law on Approval of the Convention on Crimes Committed in the Virtual Environment” numbered 6533, which has been published in the Official Gazette dated May 2, 2014.

For this reason, cybercrime regulations shall abide within the principles of the Convention to which Turkey is a party.

Criminal Procedure Code (CPC) Art.134, which corresponds to the Articles 18 and the Articles 19 of the Convention is the main regulation on forensic informatics in Turkish law. This Article is going to be analysed in detail, but it should also be noted that the CPC Art.134 is not a sufficient instrument for the fight against cybercrime and related AI-based applications.

3. Evidence assessed by AI-based systems

In Turkey, the principle of free evaluation of evidence applies following the Turkish Criminal Procedure Code. According to this principle, there are no rules, which require only certain types of evidence to support or refute the guilt. Thus, any evidence, which is legally obtained, can be used in court73. Therefore, the crime can be proved by a variety of evidence and judges can evaluate them freely74. Furthermore, all parties can contribute to finding evidence, thus the investigation authorities do not have a monopoly on evidence collection. Hence, no special restrictions and regulations apply to AI-based evidence.

However, all evidence, including AI-based evidence must fulfill some basic qualifications. Firstly, the results achieved with AI systems must be realistic. In other words, it must point to reality perceivable by the five senses75. In addition, the evidence must be rational. Only the evidence reached by rational reasoning and referring to material truth can be accepted. For this reason, the AI-based system should be scientifically sound and rational. In addition, the evidence must represent the facts of the case partially or comprehensively76. In that sense, any fact or information, which is not relevant to the facts of the case, has no evidential value. The relevance element is regulated within Article 206/2 (b) of CPC, which stipulates that evidence will be rejected if it does not contribute to the establishment of the facts of the case. In fact, including information, which is not related to the facts of the case, may create prejudice against the perpetrator and cast a shadow on the objective opinion. Therefore, data only referring to the personality of the suspect cannot be accepted as evidence, as it will affect the impartiality of the court. The representative character of the evidence also requires that the evidence is solid, thus, reliable. The robustness of the evidence is evaluated by itself and by considering it together with other evidence. Although the court has the discretion of deciding the reliability of the source, the claimant and defendant must participate in this process. Otherwise, if the defendant cannot contest the reliability of the accusatory evidence or lacks the information that allows him/her to object to it, the soundness of the evidence cannot be challenged. In this context, sharing the source data and other information regarding the evidence produced by AI-based systems is important for the equality of arms.

One of the most important traits of evidence in the Turkish Criminal Procedure system is that it should be challenged collectively. It is not sufficient that the evidence is accessed only by the judge. Allegation and defence also need to access the evidence and participate collectively in the assessment process. Therefore, the element of collectiveness serves as the basis of the right to defence and a fair trial. The Court of Cassation reverses first-instance decisions in case of breach of the collective aspect of evidence. Accordingly, for example, to use the interception of communication records as evidence, they must be presented in the case file and must be discussed during the hearings77. Furthermore, one cannot constitute a decision based on the evidence which was not read
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at the hearing and therefore was not challenged by the accused. Finally using the evidence without letting the parties discuss its robustness before the court constitutes a breach of evidence law.

In conclusion, the judge’s power to freely assess the evidence is not limitless and pursuant the Article 217 of the CPC, the judge can base his conscientious opinion only on evidence, which was brought to trial and discussed before the court. The claimant, defendant, and judicial actors must be able to understand the content of the evidence. Otherwise, the right to defence could not be exercised effectively. Similarly, the Constitutional Court decided that the assessment of the reliability of digital evidence requires technical knowledge, thus using solely the law enforcement’s report on digital evidence and not sharing it with the defence infringe the principle of equality of arms and the right to a fair trial.

Finally, the evidence must be obtained lawfully. Since there is an absolute prohibition of illegal evidence in Turkey, if AI systems breach any legal norm, they cannot be used as evidence. Thus, unlawful evidence cannot be taken as a basis for a verdict and the strict exclusionary rule applies to AI-based evidence as well. For this reason, the compliance of the AI system with the basic principles of law, international conventions, data protection norms, and the CPC is essential. Pursuant to Article 206/1 (a) of CPC, the evidence obtained illegally cannot be presented at the hearing and pursuant to Article 217/2 of the CPC such evidence cannot be taken as a basis for the final decision.

In the Turkish legal system, there are two main categories of evidence: direct evidence, which directly demonstrates the criminal act, and indirect evidence, which shows a combination of facts to infer the fact in issue. For example, if the traces of blood, hair, and semen at the crime scene match the data of a person in the database, there is indirect evidence that does not directly show that the accused committed the alleged crime but indicates that the accused was present at the crime scene. Hence, in the doctrine, AI-based systems are mostly considered indirect or circumstantial evidence.

a) AI-based evidence as a witness

Risk assessment profiling technologies show similarities with personality testimony, which does not represent material events but refer to the character of the suspect. However, in the CPC system, such a witness, who conveys his/her subjective opinion about the personality, moral values, and lifestyle of the suspect/defendant shall not be used to prove the material event.

The doctrine also considers AI-based systems as anonymous witnesses if the information about the software is not shared by claiming intellectual property rights or if the results of this software are difficult to be analysed by humans due to black box algorithms.

In the CPC system, the court shall resort to secret witnesses as a last resort. Moreover, the court can seek such witnesses only for certain crime types and only if there is a real danger to the life and safety of the witness or his/her relatives.

In case there is an anonymous witness statement, there must be additional safeguards provided for the defence (CPC art. 58) and the court cannot make a judgment based solely on the statement of an anonymous witness (Witness Protection Law art. 9/8). However, no norms limit the use of AI-based systems to certain types of crimes.
and provide additional safeguards for defence. In this case, it would be incompliant with the CPC law to accept unexplainable AI tools or keep their functioning secret due to intellectual property rights.

b) AI-based evidence as digital evidence

AI-based systems can be considered electronic (digital) evidence. Electronic evidence is not a distinct type of evidence instead it constitutes either direct or circumstantial evidence. For example, the digital data on a CCTV recording of an event is direct evidence that represents the material facts, whereas finding digital traits in a hacked computer is circumstantial evidence.

In the CPC there are no strict rules for evidence, thus, screenshots and prints of digital evidence can also be presented to the court. Nevertheless, the Court must compare such evidence to the original source and must verify it with further evidence. The Court must also prove that the extraction process did not alter the integrity and authenticity of the source; furthermore, the extracted data was taken from the allegedly original source. Particularly the authenticity of the printed and documented data must be verified. In order to fulfil these requirements, hash values shall be generated for the digital data. In case of a mismatch in hash values, such data is not accepted as evidence. On the other hand, as AI-based systems rely on big data, it is harder to verify the authenticity of their resources and their integrity.

Furthermore, since digital data mostly do not represent the main facts, but rather constitute circumstantial evidence, they do not prove per se the relationship between the act and the perpetrator. For example, even if they point out that illegal activities have been carried out through a person’s computer, they do not prove if the person concerned carried them out. Therefore, without further evidence, AI-based evidence alone will not be sufficient to form a conscientious conviction that the suspect has committed the concerned act.

Since the evaluation and analysis of such evidence require technical knowledge, an expert opinion must be sought, and the digital evidence must be explained using scientific methods. There are certain procedures to be followed while transforming the obtained electronic data into evidence. In exemplary cases, the Court of Cassation states that an expert must analyse the footage before and after the crime scene and the extraction report shall be read to all parties during the hearing so that they can understand its content and challenge it. The defendant must have the opportunity to make claims regarding the originality and integrity of the digital data produced by AI-based systems. If there is doubt about the reliability of the data, the court must seek another expert opinion or consider the expert opinions presented by the parties. Otherwise using such data, as a basis of the verdict constitutes a breach of the right to a reasoned decision, the principle of equality of arms, and thus the right to a fair trial.

c) AI-based evidence as scientific evidence

Some doctrinal views argue that AI systems can be considered as scientific evidence or expert witness. In Turkey, there are no special criteria for the acceptance of scientific evidence. The only limitation to the expert opinion is that the judge cannot consult an expert regarding legal issues. However, such reports and evidence must also fulfil the conditions of being rational, authentic, and scientific. The doctrine underlines in the case of
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using the black-box algorithms, it will be difficult to test the validity of such tools and the robustness of the data on which they are based.

4. Conclusion

In conclusion, there is no special regulation regarding the validity and acceptability and assessment of AI-based systems and their use as evidence. Regulations on digital evidence in the Turkish legal system, primarily CPC art. 134 and the following articles focus on the measures of computer search, technical surveillance, and interception of communications. However, there are no specific regulations on newly emerging measures such as the use of big data and their analysis by data mining. For this reason, for the measures including personal data processing, the PDPC provisions shall be taken into consideration. However, since the PDPC excludes judicial proceedings as well as data collection by police for national security and public order, there is an urgent need for special regulation in this area.

Considering the intrusiveness of the AI-based systems, using such tools cannot be considered within the framework of regular tasks of the police force. Thus, the doctrine insists on establishing specific laws, which foresee their limits. Particularly for safeguarding the authenticity of AI-based systems, there is a need for mandatory special procedures. Furthermore, there is a need for exclusionary rules for the use of risk analysis profiling tools in interim and final decisions in criminal proceedings, as they single out the future perpetrators but do not constitute evidence relevant to the facts of the case.